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Webster dictionary definition
l the agreement of things with one another 
l a particular similarity 
l a relation between sets in which each 

member of one set is associated with one or 
more members of the other

Correspondence
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l Correspondence between shape representations

Focus on shapes
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l Given n input shapes, search for a  meaningful 
relation R between their elements

Problem statement
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l Given n input shapes, search for a  meaningful 
relation R between their elements

Why is correspondence hard? 



CMPT 464/764 (Zhang)                                  © Zhang
8

l Appropriate notion of “similarity” or “agreement”

l Similarity: corresponding points/regions look 

similar ¾ local geometric similarity

l Agreement: close-by points should match 

close-by points ¾ proximity or distortion

One interpretation
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Local similarity + distortion
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Local similarity
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Local similarity
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Proximity or distortion
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Local similarity + distortion



CMPT 464/764 (Zhang)                                  © Zhang
14

l Local similarity + distortion often does not work 

Not always straightforward
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Another interpretation
l Given n input shapes, search for a  meaningful 

relation R between their elements

Meaningful correspondence/segmentation = 
semantic correspondence/segmentation
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l Recognition is involved: more semantical

Correspondence by humans
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l Can tolerate many shape variations

l Rigid transforms: e.g., rotation

l Isometric (distance-preserving) transform and pose

l Local geometric details

Human recognition
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l More drastic shape variations
l Non-homogenous part scaling

l Even topological differences

l Human recognition is often
l beyond individual components Þ in a context
l beyond what something looks like                            
Þ what it what it does ¾ functionality

[Lipman et al. 2009]

Human recognition
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l Relatively strict geometry constraints

l Rigid transforms: e.g., rotation

l Isometric transform and pose

l Local geometric details

[Ovsjanikov et al. 2008]

Computer algorithms
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[Lipman et al. 2009]

l Challenge: more drastic variations; semantics

l Non-homogenous part scaling

l Topological differences

Computer algorithms
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• Correspondence is a search problem

• Search objective can be hard to define

Easy: relatively strict geometry constraint/criteria

Hard: shape semantics, modeling of functionality

What is a 
handle?

Challenge: objective
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What is an armrest?
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• Search space can be large to intractable

Perhaps only rigid transforms are low-dim (6D)

Difficult to parameterize search space for non-

rigid or topology-modifying transforms

Challenge: search space
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l Matching partial shapes ¾ more challenge

l Larger search space: also                                      
need to find the subsets                                         
¾ many (2n) of them!

Challenge: partial matching

These are probably not as 
relevant with ML methods
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Texture mapping [KSG03]

Some applications
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Shape assembly

Modeling via part re-assembly [Funkhouser et al., SIG 2004]
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l Rigid transform
l ICP: iterative closest points 
l Transformation search by voting

l Piece-wise rigidity and isometry
l Rigidity decomposition or spectral embedding

l Large non-rigid deformation
l Deformation-driven search

l Data-driven and learning-based solutions

Representative solutions
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l One of the most classic correspondence schemes

l Input: data and model shapes

l Objective: 
l Rigid transform = rotation + translation

l Minimize mean squared error from data points to closest 
points in model

l Correspondence obtained by Euclidean proximity
[Besl and Mckay 92]

Iterative closest points (ICP)
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Model and data shapes (point samples)

model

data

ICP
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Find closest points from data to model

data

model

ICP
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Find best rigid transform to align the 
corresponding points

model

data

ICP
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Iterate …

model

data

ICP
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Many follow-ups and extensions
l Extend the allowable transformation from rigid to affine 

and then to general non-rigid deformations, e.g., see: 
https://en.wikipedia.org/wiki/Point_set_registration

l Expand the notion of “closest points” to account for 
feature matching and similarity

l Use of deep learning approaches to ICP 

https://en.wikipedia.org/wiki/Point_set_registration
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Transformation-space voting
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Transform-space voting

Sample triples of points (triples define a rigid transform)

Transformation-space voting
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Transform-space voting

T

Estimate transform and test quality of fit

Transformation-space voting
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Transform-space voting

Transform space

VotingGood T

Good transform casts vote in low-D transform space

Transformation-space voting
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l Many applications, e.g., symmetry detection

l RANSAC (Random Sampling Consensus)

39

https://en.wikipedia.org/wiki/Random_sample_consensus

Voting is a meta idea

- Randomly sample points to “vote” 
for model parameters, e.g., a line

- Randomness pays off: effectively 
reducing the impact of outliners

https://en.wikipedia.org/wiki/Random_sample_consensus
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Large non-rigid deformation
Typical objective function for correspondence search
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pose and local geometry change

No longer appropriate in the 
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Large non-rigid deformation
Typical objective function for correspondence search
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l More drastic shape variations

l Rigidity or isometry constraints no longer applies

l Fewer works to date [Zhang et al. 2008]
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No longer appropriate in the 
case of large deformations

Large non-rigid deformation
Typical objective function for correspondence search

Descriptor must be insensitive to 
pose and local geometry change
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[Zhang et al. 08]

Pose + non-homogenous 
part scaling Local shape variability

Large non-rigid deformation
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l Local vs. global criteria
l Local: feature similarity

l Local criterion less reliable with large shape variations

l Focus more on global consistency of correspondence

l Use of non-rigid mesh deformation

Correspondence cost = 

effort to deform one 

mesh into other
<

[Zhang et al. 08]

A more global approach



CMPT 464/764 (Zhang)                                  © Zhang
45

[Zhang et al. 08]

A result: “symmetry switching”
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Step 1: feature extraction

Algorithm
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Algorithm

Step 1: feature extraction

Step 2: combinatorial search

   - Priority = deformation cost

   - Pruning by feature similarity and 
geodesic distance

Algorithm
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Search
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Search
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……

Search
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……

Search
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……

Search
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……

……
All partial 
matchings 

listed in tree

Search
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Extension to topology variation

SIGGRAPH Asia 2015

l Deformation model allows topological changes
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Extension to topology variation

SIGGRAPH Asia 2015
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Queries

…

Memory/knowledge
Tables

l Pure geometry-driven analysis inherently limited

l Semantics: correspondence through recognition 

Top

Data-driven and learning
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Queries

…

Memory/knowledge
Tables

l Pure geometry-driven analysis inherently limited

l Semantics: correspondence through recognition 

Leg

Data-driven and learning



CMPT 464/764 (Zhang)                                  © Zhang
58

Knowledge = training set



CMPT 464/764 (Zhang)                                  © Zhang
59

Learning to label

l Each face in training set 
has semantic label

l To correspond, assign 
semantic labels to query

l Labeling through training 
classifiers ¾ standard 
machine learning 



CMPT 464/764 (Zhang)                                  © Zhang
60

Impressive results?
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Key idea

l A simple idea sorting to machine learning (ML)

l Classical ML: impressive results as long as there 

is knowledge (training data) to support it 

l Not generalizable: only do as well as training set allows

Difficult correspondence problem can be solved 
by recognition using knowledge from training set.
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Fast track to 2024: no training data
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Zero-shot
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Zero-shot
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Zero-shot
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Zero-shot


